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Abstract: Realtimeapplications of steganography require that the processingmelalys minimized. Therefore,

hardware implementation is considered indispensable for this type of applicatiosischapter we introduce
concepts of steganographic miarchitectureor realtime data hidingmploying Field Programmable Gate Arrays
(FPGA).We examine video watarking using FPGA, hardware wadMsdstd data hiding, and Signature Hiding for
FPGA intellectugproperty protection. Moreover, we discuss rairioitectures used for MPEIG Micrearchitectures

for Steganalysis and subliminal steganographic channelgiirecagditarealso discussed. \pevide arexplanation

of the complementary relation ween Steganography and Cryptogrdphihis respect, we shawat somemicro
architectures can be used for b8teganography and Cryptograghia security techniques. Finally, we provide
clarificationsnd a brief description dhe FPGA technology.

1.1 Introduction and overview

Steganography hides the existenegn#ssage while Cryptography hides the meartimgnoéssagdioth
techniquesire complementary and both are essential requirements for data sectirtg.adRphtations

such as audio and videased data hidingquirethat the encountergutocessingelays should be kept to a
minimum.Hence, hardware implementation of Steganographic techniques is candidpesdabléor

this type of application®oreover, sftware implementation usually requires an added special purpose
processor. This processor is usually a Digital Signal ProcessoHohipver addinga steganographic
component wilconsumeonly a relatively small implementation silicon lar@alarge numbesf cases of
consumer electronjcthe cost, areaxecution speeahd power consumptic@omparisongire supporting

the hardware solution.

One of he most commonly usetediafor hardware implementation is Field Programmable Gate Arrays or
what is knowras FPGATechnologyln the following sections, we discagganographiEPGA-based
micro-architectures used fiaaltimedata hidingThesamicro-architecturesover a widarea ofipplications

such as wavelbasedhiding, steganographic context teclueis;, video wat@arking,signature hiding for
intellectual property protectiandvideosteganography.

Although steganographydistinctly separafeom cryptography, wehouldfollow thelongtimeadvice of A.
Kerckhoffs and assume that the only unkntmwthe opponent is a secret key. This pdetects the user
from themisapprehensiamf app!l yi ng 0 s.elistaryhas repeatbdly shovimghatuhis ideayisé
destined to fail. Hardwabased steganography and watermaakaugsigned keepimg mind that they will
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be examined by a wiglformed expert opponerfontemporary &signers rely amsecret hiding key rather
onthehiding technique itself.

Chapter outline

A steganographic shuffler and hiding algorithm are presented in s2c8eatidn B discusses a miero
architecture for steganographic context. Secti@xdminesideo watermarking using FPGA. Section 1.5
considers Wavelet data hiding using Achtertiz®inSection 1.6 discusgeso overhead watermarking

technique for FPGAlesigns. In section 1Signature hiding technigues for FPGA intellectual property
protection are discussed. Section 1.8 provides some details regarding an FPGA watermarking micro
architecture for MPE@. A micro-architecturdor Steganalysis is discdssesection 1.9ptimized sub

channels, or subliminal steganographic channels, in cognitive radio is explained in section 1.10. Section 1.11
provides a description of a mier@hitecture that can be used for both steganography and cryptography.
Finally section 1.12 providesmenotes andlarifications

1.2  Steganographic shuffler

This shuffledesignapproach aims at spreading the message in an even marther ent@emultimedia

cover file to emulate communication white N&i8&A04] The shuffler randomly hides a number of bits

less than or equal to the cover size with no possible location collision. However, increasing the hidden
number of bits will eventuadlyposeahe existence of the message. The maximum number of bits teat can

hidden in a covewithoutperceptuallgetecting the existence of a hidden medsagled thehannel or

cover capabilityVe ar e wusing the ({(MOCND2Ibnbbaeaadl otapalbiahinty
di stinguish it f pagitybaSed amtimeentropy concepa [BRFOUR. exmain the

method, we assume that sender Alice wants to send a hidden message to receiver Bob and both share a
common secret key. In addition, we assume that the cover size is n Kbytes and we aedriditi per

octet of the cover, then the maximum message size is n/8 #tytEdits The term octet is used instead

of byte sincet has become customary to assoecidigte with one text character rather than just eight
consecutive bithe shared key between Alice and Bob should be large enough to generasaduomgue
addressest leasequalo the message size in bits. However to reduce the required number of addresses and
the key spacéwo message bitre hidderin two consecutiveover locations. Therefore, if the message

length is, say n bits, the required addresses-keyaubill be n/2The sukkey generator should provale

pseudo random set of skiys.In this case, hash function can be utilizédevertheless simplifythe

hardwargthe designerdeveloped themwn simple sulkey generator and tested the output forefeired

degree of randomization. The conceptual block diagram is shown in Eigure 1.
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Figure 11 The Shuffler conceptual block diagfBASA04]
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The 0Emb eydnératas the stdgord. Each word is composed of two message bits and 14 cover
bits. The two message bits are located in bit locations 0, and 8 respectively as shown inTRiggure 1.2.
address generator generates an address basedmut Sigit subkey.

ks 81
hits
Ma+1 M, {
| l Address Generator Mod.
v l——
1 6 - b 11t Ste g o w o r|d 17 bits { Address
4 ‘ Read coverword
* Cover[15:9] Cover[7:1] /i/ Cover[15:0]

Figure 1.2:The Embed block conceptual diagfemSA04]

There are three different modes of operation of the shuffler: regular, segmented -alegecmiestt
shuffling.Coverdependent shuffling has one or -segment typdn each casethe effective address is
generated differentifhe results of hiding in each casshown in Figure 1.3.

(@ Regular mode (b) Segmented shufflimpde

(c) Coverdependent, one segment  (d) coverdependent two segments

Figure 13: Results of hiding in various modes of address gen¢F&BA04]

The sukkey generator, as stated before, could have been based on repeatedly udingct@ohaasind
changing its inpuithe subbkey generatoiis expectedo provide addresseisat are randomlydistributed,
accesmostblocks of the segment ageherateonsecutivaddresses that are relatively as far as possible.
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121 The algorithm description

In thefollowing few lineswe show the algorithm formal description for the higoapssef-ASA04] The

algorithmcan be applied to video frames, audio files or any type of covers to hide a giveit neessiage.

hiding uses a secret key known onthdéaender and receiv@ut differently given a message, the aim of

the algorithm is to hide this message into a cover such that even if an attacker detects the existence of the
message he or she will not be able to recover it without the secret key that is known only to sender and
receiver. This explanationas seen by sonmay overlap with the idea of water marking, however, the
algorithm is designed to practically ohide the co
security and we aexpanding he i dea of st eganogexstertgnddo/n theindtisndg
rat her t haexistenobeen |0AnsErees sha ef the software implementation for image and audio

files is shown in Figure 1.4.

Algorithm: STEGOSHUFFLER

INPUT: Message M, Cover C, Key K, StateRegister SR
OUTPUT: ModulatedCover CM

Algorithm body:

Begin

1.Load a block of the message Biii the message cache MC:
Blk[M] ¢ [MC];

2.Load Key into the key Cache:

K¢ [KC];

3.Generate an address;Ad

4.Address memory to get one cover word CW:

M [Ad] ¢ CW;

5. Hide twomessage bits {rm.1) by replacing G) in the cover word CWith (M, Mi1):
C [15:9], M., C[7:1],M$ CM;

6. Write back steganographic word:

CMi¢ CW;

7.1f message cache is not empty:

7.1 Circulate key cache one bit right:Circ1R [KC];
7.2Shift message cache one bit right:
ShiflR [MC];
7.3 Goto 3:
GenerateAddressStgtesR;
8.Else if message cache is empty:

If message not finished
8.1 Load next block into message cache:
Blk+1[M] ¢ [MC];
8.2 Goto 3:
GenerateAddressStateSR;
Else ifmessage is finished then halt;

All rights reserved-©2010 Magdy Saeb
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End Algorithm.

We have applied this technique to different media files particularly au@liesfitesthe resulting audio file

by playing it back after hiding is performed, no perceptual audio changes were detgctadias driginal

sounds were present. However, it was noticed that in audio media covers with relatively long low volume or
silent segments, some alteration noise can be detected by a keen and experienced listener.
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Figure 14: A screen shot of the software implementation of the algdoittimage and audio files
[FASAO04]
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12.2 The micro-architecture

The architecture is divided into an embedder processor and an SDRAM controller as showh.f Figure
Theembedder processor, depictethiaFigure issues read and write commands to the memory, which are
processed and reformatted by the SDRAM control and waits for a confirmation from memory to ensure
stabilized output. The controller halts the process witlerg is complete. In the nesdbsections we

discuss the various building bloakihe micrearchitecture.

The Embedder processor, the Address Generator, the Memory unit, the Shuffler, the Address Extender and
the Control Unit are discussed in saail. The embedder processor generates addresses to initially cache

the message and key from memory. It also generates addresses to access the cover randomly for message b
hiding. The embedder processor is composed of an address generator mecaithe, kegmory cache, key

cache counter, message counter, message cache counter, message pointer, stegoblock, address multiplexe
control unit, and status register.

Key Cache 8 bits D{ Address generator Address 17 bits )
Data In 6 bits I

Message Cache 2 bits Stego Block Data Out 16 bits )

13 bits

| \ 4

Message Counter J - Logic gates
Key Counter 9 9

4 bits

10 bits

N N - Output Control
L Status register 10 bits Control Unit Sighals 10 bits )

Figure 1.5 The conceptual block diagram of the rrécahitecturgFASA04]

In the followingew linesa brief discussion of each of these compoisgmtsvided The address generator
is composed of a shuffler, a block pointer memory and a shift & concatitndteeuaddress generator
receives an eight bit key and outputs an address of 17 bits as shownlis Figure

All rights reserved-©2010 Magdy Saeb
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We have chosen 17 bits only in order to access an image of size no more than 128 Kbytes. It is a common
size wheréhe size ofideo framesnost probablynever exceadCertainly this depends on the video quality

and the employed compression technifiue.status register indicates whether to use cover information in
address generation. The cover is logically divided into eight segmesitstu3 hegister indicates also
whether to hide in abir some of theegmentsThe Block Pointer Memomnodule consists of 64 eigdfit

counters. The module takes six bits as an input to decide which one of theistounécirscremented. The

outputs @ all counters are concatenated to form 512 bits and sent to the shudf@nuiflermodule

receives 512 bits from the block pointer memory m@aged on the key, it selects one of 64 pointers to be
transmitted to the shift and concatenunit. Eacpointer is eighbit in length Therefore, the address space

for each pointer is 256 word$ese256 wordsare takeras one block. Therefore, if each time the octet
generated from the key is different from the one generated before, then the meskhgensiesed into a

different block in the image. As there are only 64 pointers, only 64 blocks can be addressed. This means that
only 64x256 words can be used for hiding. This problem was overcome by using the upper bits of the octet
generated from tHeey as a segment selector. Each segment isni3834rge.

As a result of this improvement, the message bits may be 16384 words apart in the best easgdnd one
apart inthe worst case. This worst case will happen if a large number of octetkday #re repeated.
Therefore, we have developed a short program for generating a key that covers the veimulseteser

the appropriate data and addresses in the right state to be sent to the memory. Some of the generated
addresses by the differerddules in the organizatiore dess than 23 bits, which aeeded to address the

SDRAM. Therefore, aAddressExtender is used to unify the output size to 23 Hiitally, he control

signals are generated in the hardwired control unit and provide control inputs for all integrated modules. The
block diagram of the contnahit and other major components is shown in Figure 1.6.
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Figure 1.8 The details of thehuffler miop-architecture [FASA04]
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This design is implemented and downloaded on the FPGA $i%1G0TQ148 device As shown in
Figurel..7, on the right hand sidéhe design placed and routedthe FPGA chipOn the left hand side of

the same Figure, oneselves two images; a covera(a themodulated covemage (b) with no visible
artfacts. Moreover, the Laplaciahef, based on computing the average of the four neighboring pixels, is
compued for both images with tiaces of hiding activities.

Fyuwe &: Hiding using designed chig (a) Cover image. (6)Modulated

ig cotey image.
I: (c) @
H
(e) 53‘;
"'_l—}_r"v\/\Jm\_/\/“w

Figure 1.7 The floor plan of the implemented stegioro-architecturéleft hand sideglong with the cover
(a) and the resulting modulated image (b) as well as the Laplacian filtéoootpiisnages and the filter
output for the distorted covér ) (d), and (§FASA04]

In summary,he address generator provides an output every one clock cycle. This is a major advantage as
compared to SHhased algorithms that requires 210 cycles or MD5 designs with 347 logcbsiffler

design is a condeplly developed hardware that provides the required randomization in the embedding
process. The shuffler operates in parallel with the hiding module. This saves about 25 ns for each hidden bit.
The address generator is capable of generating an addr&2s7yte block or in multiple of these

blocks based on the user preference. This allows the user to efficiently handle different image sizes. This
address generator design is particularly suitable for apsppois# processor design since it nieede

sizes of busses, likelfitand 512it busses, which cannot be supported by genepaise processors. The

address generator @g@nerate various sequenceaddfesses for different frames from a singtgt8key

by xoringwith the cover. This an essential requirement for video hiding schemes, since it is not realistic to
ask the user for a new key for each video frame. There is a large number of testing procedures for obscurity

All rights reserved-©2010 Magdy Saeb
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that are called Steganalygshniques. However, by properichoof the keypne can showthat the
approactprovidesan acceptable degree of data hiding with minimal distortion of the cover. This was proven
utilizing the Laplacian Filter Technidlieere is variation in the Laplacian filter outputs and no peeceptibl
artifacts in the stego image when compared to the cover image. Therefore, one can conclude that the
approach is refineghough to escape the watchful eyes of a passive adversary.

1.3  Architecture for steganographic ontext

The 0ConT e xutiligesthe émade moisy tegions and those with abruptegedychanges to hide
information[HFUCO08] Some researchers relate these areas of abrupt changes to edge detection where the
hiding willlargelytake placeélhe messagdsdden in these regioasequite difficult to detect. However, the

process to locate these regions is highly repetitive and computationally eXpeositeome these
difficulties, lhe technique is implemented using FP&sordingly, the method providesigh throughput
andreduced computational tim&he procedurdHFUCO08] conceptuallyllustratedin Figurel.8 canbe
summarized as follows:

Algorithm Steganographic ConText

INPUT: Image file in +bit blocks
SUMMARY: Produce blocks with a hidden messagmost noisy locations

1. The image is divided into nowerlapping blocks of, say, 3 x 3 pixels.

2. Each 3 x 3 block is subdivided into four 2px2| sukblocks.

3. Each sukblock is considered valid if there are at leastdiffent values of gray sciaieels
(These levelsusing &it gray scale, are from 0 to .29%hese are measures of the
monochromatitight intensity of each piyel.

4. The message inserted in the 3 x 3 blamdnter|f the four sukblocks are valid.

5. After the hiding,he validityof the four sublocks is verifiednce morelf one or more sub
blockis not valid after hidinghen the inserted bit is discarded ths part of theprocess is
repeated again for hiding thistbiavoid losing information during the recovery process.
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Figure 1.8: The hiding process where b, c, d, e are the checked four 2blatksiiHFUCO08]
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1.3.1 The micrearchitecture

A top-down methodology was used to develop EPGA micro-architecture The micrearchitecture
Register Transfer Languad®Tl) representatignresulting from using Altera, Quartus development
softwareis shown in Figured.

SHELL CONTROLI.U1 Lo

ConTextU2 )
- InfOutput
CLK [ Conta| ™ 1 Info __Dp
— ey M (M1l SGet
; 1IM12 —{
Information[7_0] R eoBank 170 ' :x{ILJ] SHide
= = = =
S M23
" M3l Qutput]7..0]
5: M32
o | |M33 =
DINT7 0] o
i 56
s7
S8
cont§[7..0]
-

Figure 19: The ConText technique RTL block diaghdmUJCO08]

In this implementationhé input ancbutput portsare:DIN is the input of the pixelalue of the cover
image Information is the message to be hiddéhK is the clock input port arfdST is the reset input.

The Output port output the central pixel value of the 3 x 3 matrix after inserting the information in the in
the cover objectinfOutput provides the extracted message of the central pixel eolgEg&Hide is the
hidingselectioractivation portConta controls the input of theldit message that will be hidden in the cover
object. Figures1.10 provides the details of the registéle and the comparator RTL repretations
respectively. Figure 1digplays the details of the ConTextldobk.
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1.3.2mplementation results

The micrearchitecture was implemented ugiligra Cyclone Il EP2C35F672@évice At a 106 MHz
maximum operating frequency, alighors claim ahroughputhatis abou61.54 MbpsThe cover and the
output steg-images are showm Figure 1.12The medical image shown below is given as an example only
since any alterations can result in a partial loss of information leading to faulty diagnosis by the physician.

Figure 1.12 Input cover images and output stegage$HFUCO08]

This microarchitecture as stated by the authopgrformseight comparisons in a single clock cycle.
Thereforejt is not likelythat this hardware implementation can be outperformed by a softwarkione.
Figureclearlydemonstrates that the embeddgingress showetb perceptual traces or artifactshie cover
image.The micrearchitecture, when integrated with otmedwareapplications, is expected to prove its
validity.

1.4 Video watemarking using FPGA

Video watenarkirg, similar to still imageatermarkinghas visible and invisible typ€RUZ06] Visible
watemarking corresponds traditional papdrased watermarking. Digpabcessing is required to retrieve
theinvisible onelf the original image is availables effect of waterarking an beexposedy deducting

the original imagieom the water marked ondowever, the result may be different from the original water
mark.In this respecthere are several typddigital watenarking schemekatare summarized in Figure
1.13.

‘ WATERMARKING ‘

HHHHH APPLICATION

ACCORDING TO | ACCORDING TO

SPATIAL FREQUENCY
DO M TN DA SOURCE DESTINATION
BASED BASED

| — I |
| TEXT | [ MmAGE | [ AuDIO || VIDEO | ‘
|INVIS!BLE | J VISIBLE |
I
[RoBUST]
|
| PRIVATE | | PUBLIC | [INVERTIBLE| |INV221’:'IELE|

| QUASI- | MNOMNQUAS-

INVERTIBLE INVERTIBLE

Figure 1.13 Various types of watermarking schemes
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Capturing and therrgcessing a video stream frame by frame, onealeathat video watemarking is an
extension of still image wabarking. Howevethere are some differenceEsese differencesea no visible
or audible alterations is allowed in the playback of video regordieffect orthe compressibility of the
digital contentqrovidegeliable detection, the implemented hardware should be of Iahaolkst havao
effect on bit ratecan be performed directly on the compressedhdemethod used should provide
manageabléme and space complextyd finally unauthorized removahterdictedCRUZ06]

141 Hardware implementation

Until recently @& shown ifCRUZ06] few hardwaranplementationg/ereavailable. Most of the hardware
wasimplemented in ASIC designs. Howetler advances in FPGA technoldggve dramaticalshangd

this situationSoftware implementation usually requires an aaldpeéciatligital signal process@n the

other hand, in theardware implementation, #dddedvatermarking component veiisumenly a relatively
smallimplementatiorarealn a large number aftudiedcase®f consumer electronjcthe cost, area and
power consumptionomparisons are ¢danga hardware solutiotn the next few lines, we discuss some of
thesewater markingmplementationsThis comparison is certainly based on commercial applications
excluding unreliable freeware releases.

14.2 JustAnother Watermarking System (JAWS)

The enbedder and detector JAWLRUZ06li s a 0. 180m CMOS t e Ohenoditsogy
advantages is thiatworks on rawincompresseddeo dataThis allowg the user to freely select bisher

own compression algorithnThe implementatiohas apipelined architectuandFast Fourier Transform
FFT processing coré&he resultprovided avatermarking of video streams at a rate of 30 frssc and

320 x 320 pixefgerframe. The chip is capable of operating at 75 MHz and process a peatlk pikel/er

3 mega jxelsper sec. The watermadonsumedour bits perframe. The power consumption for the
embedder is 60 mW and for the detector is 100Hige 1.14 provides tiAWS Embeddearonceptual
block diagram
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Figure 1.14 JAWS Embedder Implementatzonceptual block diagrd@RUZ06]
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1.4.3 Mohanty FPGA implementation

An FPGAbased implementation of an invisible, robust, spatial damdair-image watermarkingaaaer

is presented IfiCRUZ06] The hardwardased watermarking system carinfpdementedon an FPGA

board, a TriMedia DSP, or a custom integrated cirhaitselectiomay bereducd to choosing an FPGA

or an integrated circuit implementation. The watermarking encoder consists of a watermark genera
watermark insertion module, and a controller. The invisible watermarking algorithm inserts pseudorandom
numbers to a host data. Synthesis performed with SynplifyPro amghulationsvererun on ModelSim
softwareThe FPGA device used was the XilifiRex2 XCV50. tiwasoperated at 50MHz frequency. The

results show an execution time of 19.842 ns for the overall pideessock diagram of the architecture is

shown in Figure 1.15.
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l [ Col_IM_addr (7:0)
Key 7:G) Key >
> > Col address | [Row address Row_M_addr (7:0)
decoder idecoder ——
Stant Start Row _VWM_addr (7:0)
»| Watermark_gen T_ I e Mt b
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WM _data [1:0 r_] Vi_data (1:0)
Pulse data [ j I-
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Alph1 7:0]
> W m in
Alph2 7:0] atermark_insit | . ne IM_dlata_in ((7:0)
2 ' Deta3 B E
Data2 .
VWM _IM_Dhta 7:0] - IM_deta_out (7:0)
Data1 P
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Figure 1.15 Block Diagram of the Mohanty FPGA ImplementafldoRUZ06]

1.44 Hardware watemarking for surveillance systems

The system architecture developed for this purpat®mienstratedn Figurel.16,shownbelow. The
architecture is based on the data dimgram that is shown in this Figure. The processing is performed on an
8 x 8 pixel block size baditie system uses a pipelined architecture to process eight numbers in parallel.
Several 8 x 8 blocks of random numbers are generated and act asopsesigoal that is used for
modulating the watermark bit.
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CONTROL
UNIT
DCT _ |- " o
RAM Q

Figure 1.16 System Architecture of the surveillance water marking EyRigZ06]

Once the 64lifferentrandom numbers are generated, they are transformed using DCT and stored in a RAM.
The DCT core processes a block of pixels and the result is quantizén ugiagtization matrix valu€s (

ROM). The contents stored in the RAM then added tthe quanizedvalues if they are nogro values.

The pipelined design alloparallelization itime for variouscomputations. Theespectiveeomputational

steps are shown in Figdré7

COULIANT I ==
FRESLwLIL T

Ao
FRESSSLIL T W<
R L
(Sl

(: ST EuUT 7—)

Figure 1.17 The computational steps of the syqteRUZ06]
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The pseuderandom generator is implemented using a Linear Feedback Shift register (LFSR), as shown in
Figurel.18. It is a 13bit register producing a sequence space of 8191 bits.

I
T3

Figure 1.B: The pseudo random generaff@RUZ06]

The following step is to compute tHeiscrete Cosine Transfor@ET). Figurel.19illustrates the basic
building blocks of this DCTQuantizations performed following this stéhe high frequency components

are removed from the DCT coefficienfthe procesprovides a compressed version of the original 8 x 8
block. Finallythe watermark addition is performed by adding the contents of the RAM to the quantized
DCT coefficients of the pixels using ebitzadder. A control uniprevioushshown in Figure 1.18, usd

to organize the whole process using timing and control signals.

—8—}\ 1D |\ TRanspose —\| 1D 5\

sot ) DCT | " | MATRIX 12bit ) DCT | 1t )

words /

_V (8 words) i"’f/ (8x8 words) wﬁ.‘d?" (8 words) j.”

o~
-

Figure 1.B: The block diagram of the DQTRUZ06]

The details of the DCT are obtained fi@RUZ06].Figurel.20illustratessome of the DCT cordetails

and the RomandAccumulate structure (RAC). For more details, the interested reader is teeferred
[CRUZO06].
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Figure 120: Details of The DCT architect@eRUZ06]

The FPGA performance, as reportefCiRUZ06] is as follows:

Latency for theipelinedFPGA design is found to be 372 clock cyclesurdber of212 clock cycles is
required for additional outpuihe time required to mark one frame for an M x M pixel resolution is given
by:

Tot_Cycles_forl_frame =1 x latency + ((N x M) / (8-1) x Throughput 141

As an example, using a 640 x 480 video, the number of cycles it would take to watermark one frame would be
1017760 clock cycles. The time it takes to watermark one frame can be obtained by multiplying the number
of clock cycleby the clock period. The riimum clock frequency is 60 MHAus the minimum clock

period is 16.66 ns. Thissults iM).01696 seconds per frame. Therefore, the FPGA implementation can mark
about 59 frames per second at the maximum clock frequencystafolaed 30 fps video the FPGA circuit

duty cycle will be approximately™ie power dissipation was reported to be about 90 m¥¢hieve more

power savings, the system frequency can be lowered up to 30 MHz to process about 30 fps. The cost of
FPGA impkmentation is much less as compared to DSP implementations.

1.5 Wavelet data hiding using Achterbah+128

There are two major categories of data hiding; hidingsipatie domaiar hiding in the frequency domain.
The later provides better security agpamssive attackers whose major objective is to detecidtence of
a hidden messagpe this approadMDDEOQ7], the messags embedded in the wavdteguencylomain by
modifyinga set okelected wavelet coefficients of the host invemyeover, the utilizedvariabledata sizés
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encrypted using Achterbab®8 stream ciphdrefore embeddintakes place. The system is implemented
using FPGA.

In this approach a single dimensional discrete wavelet ti@ms, sometimeviewed as a repeated filter

bank algorithfiMDDEOQ7], is utilizedThe input igransformedvith highandlow-pass filtes. The lowpass

filter branch generates thenningaverage r wh a't i s k ndisanete &Vaveldt ransfam r e n d
(DWT) coefficients of the signal. Thighpass branch generatesrtining difference dr h #uctuationsé

of the DWT coefficients. As the filter pair processes the signal, the owtouied offoy a factor of two.

The Haar Wavelet Transfqrosed in this approadh,one of thesBWT techniques. Thlaartransform

can be summarized as follows:

Assume a discrete signal, or an analog g{Qhat occursat discrete instants &ddition, assume equally
spaced samples which number igtere n is the number of bits used to reptésemumber of samples,
then

f=(f,f &) f 151
Where f=g(®)" i=1,2,.., N
Then the running averages are given by:
Cn = (fam1 + fom)/ €2, 1.5.2
And the running differencasegiven by:
Om = (fam1 - fom)/ C2, 153

Where m =1,2,.., N/2.
The Haar wavelet transform is symbolically given by:

fury (C2|d?2) 1.5.4

The energy is conserved after the transform is performed on the signal. The transform is sometimes called
t he 0dat asimeé itredosghe bapdwidth to half its original size and aegtlife signal trends

by 2.

Filtering the signal controls the resolution of the signal, while thanpiing process controls the scale.

Scale and frequency are inversely proportional such that higher frequencies corresporudt fméower
scalesOn the other handpWwerfrequencies correspond to highecoarsescalesThe filters ggarate the

frequency bandwidth. Therefotiee filter pairs produce different resolutions, or levels, of ddiainean
coefficients are stored in the first half of the space, and the detail coefficients are stored in the latter half. The
meancoefficients are thenquessed again through the same set of filters producing a second set of average
and detail coefficients This DWT decomposition of the gwoededsuntil the sought after scale is
achieved Twodimensional signals, such as images, are transformdéteusieglimensional DWT. Given

a twedimensional array of samples, the rows of the array are processed first with only one level of
decomposition. This essentially divides the array into two vertical halves, with the first half storing the average
coefficents, while the second vertical half stores the detail coefficients.

All rights reserved-©2010 Magdy Saeb



19 Research on Information Hiding Magdy Saeb

This process is repeated again with the columns, resulting in4oamdsilvithin the array defined by filter
output. Figre 121 shows ainglelevel decomposition using the whimensional DWTThis processesuls

in the welknownfour classes of coefficientse HH) coefficients represediigon&atures of the image,
whereasHL andLH) reflectverticaind horizontahformation. At the coarsest level, we also keep low pass
coefficients (LL)IMDDEOQ7].

Figure 1.2 The Hierarchical representation of the Haar wavelet signal decomdEMiE07]

Algorithm: Embedding Data in Wavelet Transform

INPUT: message amdver image file
SUMMARY: The message is encrypted and embedded watedet domain by modifying sele¢iedr
discretavaveletransform (DWT koefficients of the cover image

1. Convert the secret message into a 1D bit stream. The informationebigmcamted using
ACHTERBAHN-128 stream cipher before embedding them in the elements of the cover.

2. Before modifing thecoefficients, a pseudorandom permutation of the message is used for increasing
security of embedded message. The idea behipertigtation is that the permutation generator uses the
stego key and produces as output different sequen
that only recipients whorethe corresponding secret key will be able to extract the erfessag stego

object.

3.Decompose the cover image by usingniedevelHaar Wavelet Transform.

4. The data sequence should be inserted into the least significant bit (LSB) of the wheelkt sub
coefficients starting froriH to HL according to the datength.

5. Insert not only the data sequence but also the data length sKgsiecedhe receiver must know the

data length in order to extract the data

6. Once the mbedding process is completed, stego image is produced by applyinmtleese Wavelet
Transform(IWT) on the modified coefficients.

The extracting process is summarized as shown in the following algorithm:

Algorithm: Extracting Data in Wavelet Transform

INPUT: Stegamage
SUMMARY: The stegmage is decomposed using Haar DWT and the message is recovered.

1.Decompose image by using H&awelefTransform.
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